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Abstract

A central question in urban and regional economics is whether people follow newly created
jobs into regions, or whether jobs follow newly arrived migrants. This study revisits the issue
by constructing structural vector autoregression (SVAR) models for the 48 contiguous states. The
SVAR models contain long-run identifying restrictions based on a simple labor-market model. The
empirical results suggest that labor-demand shocks are generally more important than migration
labor-supply shocks, although labor-supply innovations in total account for a majority of state
employment fluctuations. Thus, it is slightly more likely that people are following jobs. Yet, the
relative importance of demand and supply shocks greatly varies by period and region.
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1. Introduction

One of the more debated questions among urban and regional economists is whether
people follow newly created jobs into regions, or whether jobs follow newly arrived
migrants. Even as this famous chicken—egg proposition has been widely studied, the
controversy is far from settled. Of course, to some degree, the answer is yes to both
guestions, as shown by wide-ranging findings in previous studies. For example, Borts and
Stein [9], Graves and Mueser [25], Greenwood and Hunt [26], and Muth [33] generally
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argue that jobs primarily follow migrants. Alternatively, Blanchard and Katz (B&K) [6],
Carlino and Mills [11], and Greenwood and Hunt [27] contend that it is jobs primarily
inducing migration, at least in the short run.

The issue of whether jobs or people come first has implications for regional economic
development policy. Regions routinely compare their economic performance to others,
with employment growth more often than not used as the metric. Yet, policymakers need
to ascertain the sources of their relative position to assess and adjust their economic-
development efforts. For example, favorable job growth may tempt policymakers to
conclude that their industrial recruiting efforts have been successful, where in reality it
may have been the case that the region benefited from favorable population flows, which
in turn stimulated employment. If costly policies were found to be ineffective, they could
be redirected or abandoned.

The importance of region-specific firm and household shocks to overall regional
fluctuations also is highlighted in VAR studies that decompose employment fluctuations
into common-aggregate, common-region, common-industry, and idiosyncratic within-
region shocks. As reported in Clark and Shin [15], these studies find that region-
specific shocks account for about one-third of overall employment fluctuations, while
shocks idiosyncratic to various industries within a region account for about one-fourth
of employment fluctuations. In fact, Clark [14] finds that the declining importance of
manufacturing has increased the role of region-specific shocks over time. Similarly, Davis
et al. [17] find that region-specific shocks are a more important determinant of state
unemployment fluctuations than aggregate shocks. Coulson [16] finds that local shocks
are the most important factor in the evolution of local MSA employment, while Chang
and Coulson [12] find that local shocks are most important for employment fluctuations in
suburban and central city areas.

The primary reason why the jobs versus people debate has not been settled is the
endogeneity of both factors. Regions that are experiencing rapid job creation likely attract
new residents, while regions experiencing an influx of new migrants likely experience
an increase in jobs. Previous studies have tried a variety of methods to sort out the
causal effects. One early approach was to utilize instrumental variables in simultaneously
estimating employment and migration equations (e.g., [11,33]). After examining the
relative size of the migration response to job growth, and the employment response
to migration, each factor’s relative importance was assessed. Of course, the validity of
such an approach requires exogenous identifying instruments, which can be problematic.
Comparing the relative sizes of the migration and employment elasticities also generally
leads to a conclusion that is invariant to time period and geographic unit of analysis. Finally,
short-term and medium-term dynamics were not typically estimated, so that short-term
versus long-term responses were not assessed.

1 In a somewhat related study, Bound and Holzer [10] examine the role of demand shifts, and population
adjustments in response to those demand shifts, on labor-market outcomes for skilled and unskilled workers in
metropolitan areas in the 1980s. They employ an instrumental variables approach to account for the simultaneity
of employment and population. Since they were more interested in issues related to income inequality, not the
jobs versus people question, they did not decompose their results into demand and supply components.
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More recently, vector autoregression (VAR) models have been used to examine regional
labor markets [3,4,6,17,18,30]. However, these models assumed that all contemporaneous
employment innovations were labor-demand shdcRéso, in some studies a separate
VAR migration equation is not estimated, being calculated as the residual of employment
growth, net of changes in the number of unemployed and in labor-force participation.
Previous VAR models also typically did not include a wage (price of labor) equation.
When wages were considered, they were viewed as more of a “shock absorber” that
either mitigates the employment response, or quickens the labor-market dynamics. These
weaknesses were not critical in examining the primary goals of the studies, which were
to identify the length of time it takes for the labor market to reach its new equilibrium,
and determine how many of the newly created jobs were taken by the original residents
versus new residents. Yet, the independent roles of labor demand and labor supply were
not directly disentangled.

VAR attempts to disentangle labor-demand influences from labor-supply influences are
limited. Mathur and Song [32] performed Granger causality tests in an employment and
population reduced-form VAR system as an indirect test of the chicken—egg proposition.
However, the Granger causality approach omits the contemporaneous responses between
variables, so no attempt is (or can be) made to decompose the innovations of the two
variables into demand and supply components. Thus, the causality that is established is
primarily useful for predictive purposes [39], not for structural inferences. Freeman [21]
employed a two-equation VAR of employment and migration incorporating contempora-
neous responses in an attempt to identify regional demand and supply influences. As in
other VAR studies of employment and migration, he assumed that contemporaneous em-
ployment fluctuations equated with labor-demand shocks in a variance decomposition of
employment forecasts. Yet, this is an even more restrictive assumption than those made by
earlier studies that utilized the instrumental-variable approach (e.g., [11,33]).

Therefore, this study reexamines the jobs versus people issue using 1969-1998 state-
level data to directly determine the roles of relative regional labor-demand shocks, versus
relative supply shocks, in the waxing and waning of regional economies. The previous
research is extended in three important ways. Fwstge changesre directly used to
identify labor-demand and labor-supply shocks. That is, favorable labor-demand shocks
should generate greater employment and wages, while favorable labor-supply shocks
should yield greater employment but declining relative wages. Second, by employing
a structural VAR (SVAR) approach, identifying restrictions drawn from theory can be
directly incorporated into the empirical estimation. In contrast to previous regional VAR
studies, we do not assume that employment is labor demand, which imposes the stringent
short-run restriction that population has no contemporaneous effect on employment. Rather
we employ less restrictive long-run restrictions based on a simple labor-market fnodel.
As Stock and Watson [39] note, economic theory or institutional knowledge is required

2 BaK [6] did some sensitivity analysis using instrumental variables to ascertain the validity of this
assumption. The jobs versus people question is answered only indirectly by examining whether the ordinary
least square estimates differ from instrumental variable estimates.

3 An example of a regional SVAR paper is Bayoumi and Eichengreen [5], which estimated a model for eight
US regions to assess the prospects for the European Monetary Union. Following Blanchard and Quah [8], they
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to establish correlation from causation. Use of the VAR as a simple statistical tool
cannot solve the identification problem. Third, labor-supply shocks are decomposed into
changes due to the original residents and changes due to migration. The decomposition
directly allows for the possibility that new jobs can be taken by previously nonemployed
original residents, as well as new migrants. So, not only is employment allowed to be
contemporaneously influenced by migration, employment is also allowed to be determined
by contemporaneous internal labor-supply innovations.

In what follows, the next section outlines a simple regional labor-market model.
Section 3 details the empirical model, which is followed by the empirical implementation
in Section 4. Section 5 presents the findings, with conclusions following in the final
section. The general conclusion is that although labor-demand shocks dominate labor-
supply migration shocks on average, their relative importance greatly varies across regions
and time.

2. Theoretical model

An empirical regularity of state and regional economic evolutions is that state
employment growth has been persistent over many decades [6,9]. For example, states that
grew rapidly in the 1950s and 1960s also tended to grow rapidly in the 1970s and 1980s.
At least in the medium to long run, differences in net-migration flows are suggested as the
primary reason for differentials in job growth, although the ultimate causal factor behind
the differential migration flows is not clear (new jobs or household amenttigs) short-
run fluctuations in job growth are often assumed to result from labor-demand shocks [6,21,
30]. To further understand the sources of the short-run fluctuations in regional employment
growth, we construct a simple labor-market model.

For purposes of illustration, we initially assume that labor demand equals supply,
although we relax this assumption in the discussion of the empirical findidgsfollow
the literature by assuming that firms sell their products in local, national, and international
markets, where changes in export demand for the region’s products shift labor demand.
Also following convention, constant returns to scale (CRS) is assumed in aggregate
production. This assumption implies that innovations in labor supply have no effect on
labor productivity through favorable agglomeration effects or adverse congestion effects
during the sample period [2,6,11,33]. Previous empirical studies suggest that the CRS
assumption may not be far from reality in terms of times-series changes. For instance,
Ciccone and Hall [13] found relatively modest agglomeration economies, in which a
doubling of employment density yielded a six percent increase in productivity (also see

assumed aggregate demand shocks have only temporary effects on output while aggregate supply shocks have
permanent effects.

4 For example, the simple correlation between the annual state employment growth relative to the nation and
net migration as a share of the population (including non-labor-force participants) is 0.71 between 1970-1998.

5 B&K [6] presented a model with unemployment, but it did not change their main conclusions. Moreover,
Bartik [4] and B&K show that labor-demand and labor-supply shocks result in only transitory changes in the
unemployment rate, with the unemployment rate returning to the long-term equilibrium over time.
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Glaeser et al. [22]). Over the course of decades that it takes the typical region’s employment
to double, the averagannual gain in productivity would even be less consequential.
Also, agglomeration economies can be offset by congestion costs as well as rising land
costs [6,36]. Perhaps reflecting the two offsetting effects, Glaeser et al. [23] and Glaeser
and Shapiro [24] essentially found no relationship between initial city population and
subsequent population growth. Facilitating the CRS assumption are the usual assumptions
that labor and capital are perfectly mobile, at least in the long run. Although we assume
that CRS and perfect labor and capital mobility apply in the long run, we allow deviations
from CRS in the short-run as firms and households make adjustments.

The formal presentation of the model follows B&K [6], and is best thought of from the
perspective of a labor-demand/labor-supply graph with the wage rate on the vertical axis.
Demand- and supply-side trends/innovations are simply factors that shift the respective
demand and supply curves by shifting the intercept. Hence, the inverse labor-demand curve
for statei, periodr can be written as

wir = &;r — anjy, (1)

wherew is the wage rate relative to the nationjs employment relative to the nation,
and the intercept is a labor-demand shifter that affects relative wage levels. Equation (1)
assumes for expositional purposes that wages are only influenced by current employment,
but we will allow wages to respond to past employment changes in the empirical analysis
to capture sluggish wage adjustment.

Changes in the intercept reflect persistent and cyclical changes in labor demand
including the transitory innovations that will be the focus of the empirical analysis. We
assume evolves as follows:

8ir — 8ir—1= g3 — BAw;_1(0) + &3, ()

where¢? is an i.i.d. stochastic innovation term ardis a lag operator. The negative
response to lagged wage-rate changes reflects shifts that can occur as firms relocate to
the state, or existing firms expand or contract based on changes in wage levels. The key
feature of Eq. (2) is thag® and innovations ie9 both change the intercefptwhich in turn

shifts the labor-demand curve in (1).

The change in relative wages along the demand curve can be derived by first-
differencing Eq. (1). Then substituting in Eqg. (2) yields the change in the relative wage
rate ads a function of the change in relative employment, lagged changes in wagg%ates,
ande®:

Awi; = g% — BAw;—1(6) — aAn;; + 3. (3

¢9anded in Egs. (2) and (3) capture several factors. Foremdseflects innovations in the
demand for the region’s products, which are affected differentially across the nation due to
varying industry compositions. Closely related are national and state-specific productivity
shocks that can have a non-neutral influence across regions depending on industry mix.
For example, in their analysis of comovements in wages and employment, Partridge and
Rickman [37] report that 29 of 30 states classified as dominated by relative demand
shocks between 1983-1989 also experienced relative productivity shocks (for 1990-1996
the corresponding ratio is 24 of 28 states). They report that the relative demand shocks
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for many states were associated with the fluctuating fortunes of the energy, farm, and
manufacturing sectors. More recently, supposed New-Economy productivity gains should
have primarily benefited states with concentrations of information-technology industries.
Finally, the g4 term captures long-term trermhangesin labor demand associated with
firm-productivity amenities that can lead to the persistent differences in job growth. These
amenities can include public capital, state & local business environment factors such as
taxes and regulations, and the existence of quality R&D centers.

The labor-supply sources for job growth can arise from changes in labor-force migration
as well as changes in the internal labor supply of the original residents (e.qg., through labor-
force participation changes). We are primarily interestedhiftsin labor supply so as
to conform to the first-difference form of labor demand in Eq. (3). Thus, relative labor-
supply shiftsare decomposed into changes due to relative labor-force net migration, m,
and internal labor-supply changes due to original residents, o. Taking these in order, we
assume that labor-force net migration can be written as:

mis = g7"+ ¢ () Awir + 0" () Amii—1+ ™ () Anjp + &, (4)

where migration labor-supply innovations are depictedHY, while ¢™(¢), 6™M(¢), and

©™M(¢) respectively represent net-migration’s responsiveness to changes in the region’s
current and lagged relative wage rate, the lagged relative net-migration rate, and current
and lagged relative employment growth.

Regarding (4), higher current and lagged relative wage growth generally induces
positive net-migration flows until expected utility differentials (including amenities) are
equalized across regions net of fixed relocation cd&esides relative wages, potential
migrants respond to expected job opportunities [35,40,41], which are approximated by
current and lagged job growth. Yet, past migration not onlgirectly affects current
migration through its effect on past employment growth, but it alsodigactly influence
current migration flows through factors such as return-migration and chain-migfation.
Moreover, the lagged responses to employment and migration, which may be quantitatively
large, also reflect migration delays that can occur from imperfect labor-market information
and liquidity constraints that arise from moving costs or housing transaction costg>The
term captures persistent factors such as natural amenities that generally have long-term
trend effects on migration flows. Finally®™ reflects net labor-force migration innovations
such as changes in preferences for environmental amenities, as well as demand and supply
shocks in other regions that alter net-migration patterns in a non-neutral spatial manner
(e.g., the decline in California’s fortunes in the early 1990s led to greater migration into
Oregon and Washington).

To incorporate changes in the supply of the original residents, we utilize the assumption
that total labor supply equals total labor demand. Therefore, Eq. (5) shows that relative

6 Treyz et al. [41] establish the importance of wages in determining inter-regional migration flows, in which
they could not reject the equality of effects on migration of a general wage change across all industries, versus a
wage change attributable to its composition of industries.

7 Besides accounting for the persistent elements in migration thrgéhthe lagged migration response
captures a “self-perpetuating” effect where migration flows can lead to further migration flows [17,26]. The
empirical evidence below suggests that this has a significant effect on current migration.
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labor-force growth (or employment growth) equals labor-force net migration plus original-
resident labor-force changes:

njy —Nj—1=mj; + g?0+ ¢0(E)Aw,'; + QDO(E)Anit—l + 8?,0~ 5)

Stochastic shocks to original-resident labor supply are reflected®while g5° captures
factors associated with the long-term trend growth in the original-resident labor force
including natural population growth and labor-force attitudes and attachment°The

term represents the supply responsiveness of original residents to current and lagged
changes in the relative regional wage rate, ai@¢) denotes their responsiveness to
expected job opportunities. By separating out net labor-force migration in Eq. (4), Eq. (5)
clearly shows the independent contribution of internal or original-resident labor-supply
changes to regional labor-force growth (or employment growth).

Equations (1)—(5) define the labor-demand and labor-supply curves, and more impor-
tantly, detail theshiftsin the curves. For example, increased wage rates associated with a
favorable labor-demand shockdj attract both nonemployed original residents and new
migrants into the region’s labor force. We expect that as migration costs are overcome,
new migrants continue to flow into the region as a result of their lagged responses to wage
and job growth. One advantage of the model is that it allows for the possibility that in the
long run, original residents gagsomeof the newly created jobs (Bartik [3]), as well as the
possibility that migrants takall of the newly created jobs (B&K [6]).

Regarding labor-supply innovations, a favorable original-resident internal labor-supply
shock depresses wage growth in the short run, and in turn, reduces the net-migration rate.
Migration innovations also invoke a similar wage and original-resident response. Original
residents and migrants likely respond differentially to wage-rate changes and changes in
expected job opportunities. Yet with CRS in aggregate production assumed in the long run,
supplyinnovationshave no long-run impact on wage rates.

3. Empirical model

Using Egs. (3)—(5), areduced-form VAR representation of relative wage growth, relative
net labor-force migration, and relative employment growth can be written as

X =CH+AWU)x;_1+ ¢, (6)

wherex; is the column vectotAw,, m;, An;)’, C is a vector of constant terms, capturing
persistent trends in over the periodg; is the column vectotey,, en:, enr)’, A(L) is a
3 x 3 matrix with elements equal to the polynomialg (¢), £ is a lag operator.

Because of the contemporaneous endogeneity of wages, migration, and employment,
the residuals of the reduced forey) are correlated. Each residual is a composite of the
orthogonal structural shocks contained in Egs. (3)-4%)s¢™, andsS©):

e, = A(D)gy, (7)

where A(0) is a 3x 3 matrix of unknown contemporaneous responses ofith®e the
structural shocks. Knowledge of the contemporaneous response®jns required to
calculate the structural shocks from the reduced-form residuals.
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To identify the contemporaneous responses, we utilize the expression for the variance—
covariance matrix of the reduced-form VAR residuas Y derived using Eq. (7):

S = E(ese}) = AO)E(:6]) (A(0)) = A(0) Z. (A(0))". (8)

The right-hand side of Eq. (8) contains 18:%) unknown parameters. The assumption
of orthogonality of the variance—covariance matrix of structural er¢@k9 provides six
identifying restrictions. An additional three restrictions are obtained by normalizing the
diagonal elements ofl(0) to equal unity, which implies that each endogenous variable
increases one unit to an innovation in its structural component. Sificeontains six
(n(n + 1)/2) unique elements, providing six restrictions, thi@¢n — 1)/2) additional
restrictions are required for identification.

The first two restrictions derive from the long-run assumption of CRS in the theoretical
model. Specifically, since only labor-demand innovations affect relative wage rates in the
long run, each supply innovation has no long-run effect on wage rates (although their
short-term response is not constraingd)he long-run effect of supply innovations can
be thought of as shifts in the supply curve along a horizontal (CRS) long-run demand
curve. Note that even though labor-suppiynovationsare not allowed to affect wages
in the long-run, that does not mean that labor supply is constrained to have no long-run
influence on wages whatsoever. That is, if long-term trend labor-force growth is affecting
long-termtrend wage growth due to favorable agglomeration economies or unfavorable
congestion effects, this effect would be captured by the constant term in the reduced-form
wage equation. In assessing their relative importance on wages, bear in mind that a labor-
supplyinnovationin a single year is simply a deviation from the long-run trend, which
means that any net long-term productivity effects throughawerall long-term change
in the labor-force will likely overwhelm the innovation effect. Ultimately, the validity of
the restrictions will be evaluated according to the theoretical consistency of the empirical
results.

The remaining required identifying restriction is obtained by assuming that the sum of
migration impulse responses to internal labor-supply shocks equals zero, which implies
that labor-demand innovations and own innovations are solely responsible for cumulative
long-run migration fluctuations. For example, the restriction means that in a given year,
a one-time original-resident labor-supply innovation will not have persistent effects on
migration flows in the long term (e.qg., after ten years). This restriction does not fall from the
theoretical model, but it is based on the previously described stylized fact that cumulative
net-migration flows are persistent, implying that these flows should not be influenced by
original-resident innovations in labor-force participation or unemployment that occurred
far in the past. Rather, the persistent net-migration flows observed during recent decades
are primarily explained by factors such as firm amenities that influence long-run wage
levels and productivity, or fixed household amenities such as weather that influence the
attractiveness of the state [6,24]. The restriction could lead to an understatement of the role

8 Blanchard and Quah [8] show that in cases where in reality there are small long-run effects from variables
whose innovations are constrained to have no long-run influence, the identifying SVAR restrictions still recover
approximately correct results. For example, regarding the CRS restriction, the results will be approximately
correct if demand innovations such as productivity shocks are the primary source of long-run wage changes.
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of internal labor-supply innovations and an offsetting overstatement of the role of migration
innovations. However, the roles of demand versus labor-supply migration shocks should
be relatively unaffected. Finally, short-run responses of migration to internal labor-supply
innovations are not restricted, and if the long-run restriction is only slightly binding, the
discussion in footnote 8 notes that the understatement of the role of original-resident labor-
supply innovations is likely very small (which our results will suggest).

To see how the long-run restrictions are imposed, we utilize the impulse responses as
given by the moving average representation of the reduced-form VAR, and substituting in

Eq. (7):
x =1 =A@ A =0z, 9)

where¢ (£) is a 3x 3 matrix that represents the impulse responses of tkel3sector

x; to the vectore;. Let ¢s(€) =, ¢usil’ denote the long-run impulse responses of
variablev to innovations, wherei denotes time period that is summed over from zero to
infinity. The three long-run restrictions then imply tlgat (¢) equal O for:v equal to wage
rates ands equal to both migration labor supply and internal labor supply; amrdjual

to migration labor supply ansl equal to internal labor supply. From the representation
of ¢ (¢£) in Eqg. (9), the long-run restrictions include elements from the inverted reduced-
form VAR and the contemporaneous response mat(X, which then provides the three
required additional restrictions ofa(0) in the variance—covariance expression in Eq. (8).
OnceA(0) is obtainedg, can then be solved from using Eq. (7).

Each variable’s (e.g., employment) forecast variance can then be decomposed into the
proportions attributable to each innovatib(VDF):

Zf:ol ¢2,7
Zf:l ZL”:_(} ¢5si052
where j denotes the number of forecast steps, and the denominator reflects the total
forecast variance.

Even though long-run restrictions avoid the imposition of contemporaneous restrictions
that can defeat the purpose of assessing the jobs/people question, long-run restrictions are
only worthwhile if they are realistic [19]. To assess their plausibility, alternative models
should be examined, and the short-run impulses should be examined for their consistency
with theory [20]. Hence, a key advantage of our regional framework is that there will be 48
different cases to consider for consistency. However, we go far beyond this step and utilize
a priori knowledge about specific regions. For example, based on common knowledge and
previous literature [37], demand shocks should play a relatively more important role over
the entire sample period in Energy and Rustbelt states, while migration shocks should
be relatively more important in Sunbelt states. Findings to the contrary would increase
skepticism of the approach, even if the short-term impulses were consistent with theory.
Results from particular sub-periods also are examined for their plausibility. For example,
not only are Energy states expected to experience relatively large demand shocks on
average over the entire sample period, but the specific demand shocks should be positive
when energy prices were high in the latter 1970s, while the innovations should become
negative when energy prices collapsed in the mid 1980s. Finally, the models are subjected
to numerous sensitivity tests to examine the robustness of the results.

VDF(v, k, j) = x 100, (10)
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4. Implementation

The SVAR model described above is estimated for each of the lower 48 states for 1970—
1998. We define the variables in Eq. (6) as relative to the nation because our focus is on
relative state economic fluctuations. An added advantage of defining the variables relative
to the nation is that it implicitly differences out common national productivity and cyclical
effects?

Relative wage-rate growth is based on total wages and salaries from the REIS 1969—
1998 CD-ROM (US Department of Commerce, June 2000), and is defined as state wage-
rate growth minus national wage growthUsing annual wages allows us to capture the
effect of favorable (or unfavorable) demand shocks on the already employed that would
raise average weekly hours and average weeks worked per year, even when average hourly
wages are sticky in the short term [7]. Yet, there is the possibility of inadvertently treating
supply shocks of the already employed as demand shocks when using annual wages,
but further analysis discussed below suggests that this concern is probably very minor.
Nonetheless, as a check of the model’s robustness, we substitute average weekly earnings
for annual earnings in sensitivity analysis.

For relative employment growth, the national job growth rate is subtracted from the
state job growth rate using non-farm payroll data from the US Department of Labor
website (http://www.bls.gov/datahome.htm). The relative net-migration rate is calculated
by subtracting US net migration (mostly immigration) as a share of US population from
state net migration as a share of state population. Census migration estimates are used
for the 1980s and 1990s (http://www.census.gov/), while for the 1970s, state migration is
derived as the residual of population change net of the natural clange.

For the impulses to approach zero in the long run, stationarity of the variables is
required. Based on Augmented Dickey—Fuller (ADF) tests, unit roots in each of the
variables were rejected for all states except for relative migration in &hlibis finding is
not unexpected because the variables are defined as rates of change relative to the nation.
Since the long-run-restriction SVAR approach is an alternative method to cointegration for

9 RATS econometric software was used for the estimation utilizing an SVAR RATS procedure written by
Norman Morin.

10 Although the wages of farm workers are included, only 900 thousand out of a US total of 133 million wage
and salary workers were farm workers in 1998. Those engaged in farming occupations are primarily proprietors.

11 Using US Census Bureau data, net migration for the 1990s is calculated as the sum of net international
migration, net domestic migration, and net federal movement. Migration in the 1980s is obtained from the Census
Bureau residual series, which implicitly contains the sum of the 1990s components. In the absence of Census
Bureau estimates for the 1970s, we use the residual method. We estimate births and deaths each year to obtain
the natural increase in state population. The total change in population less the natural increase yields a residual
that is interpreted as the sum of the net-migration components. Birth and death ratéétéddBtatistics of the
United Statesire used in the calculations.

12 where rejected, thg-value was less than or equal to 0.01, except for wage rates in New Jersey, in which the
null was rejected at the 0.05 level. The number of lags included in the ADF tests were derived from the optimums
for the VAR equation system for each state.
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capturing long-run equilibrium relationships among variables, cointegration pretests were
not performed-3

The number of lags included in each equation is based on the optimum Schwarz
Bayesian Information Criterion (BIC) statistic, with the maximum number of lags set equal
to four years. The number of lags is restricted to be equal across equations for each state,
but can differ by state. For all but four states, the optimum lag length based on the Schwarz
BIC is equal to one yedf' The Schwarz BIC criterion is chosen because it tends to yield
shorter lag structures than other alternatives, where a shorter lag length has been suggested
as one approach to improving the reliability of inferences drawn from VARs containing
long-run restrictions (Faust and Leeper [20]). The robustness of key results to an alternative
lag-setting process is discussed below.

Due to several factors associated with using sub-national data, our empirical findings
may understate the responses to labor-market shocks. First, the law of large nhumbers
implies that shocks within a larger region such as a state will offset each other, or some
labor-market responsesithin a state will be lost® Likewise, by using annual data, some
of the labor-market shock is dissipated outside of the state, while a shock that occurs near
the end of the year may not produce a labor-market response until the following year. If
monthly or quarterly data were available, some (but not all) of these problems could have
been avoided. However, a positive feature of annual wage data is that by using changes
in annual wages, low-frequency movements that are not of interest are eliminated while
preserving the intermediate-run effects that are of interest [1]. Another concern is that
because there is not any annual data source on labor-force migration, our migration data
is for theentire population. This means that the migrationnafn-labor-force participants
such as retirees is included in this figure. Thus, for a positive net-migration shock, some
of the supposedly favorable labor-supply shock that would reduce wages may actually
be a labor-demand shock that partially offsets this decline (e.g., migrant retirees who
demand products). Yet, many retiree migration patterns are stable, which are reflected in the
constant terms of the regional migration equations. And shifts in retiree migration patterns
likely are captured as demand innovations in the wage equation.

5. Empirical results

Once the structural errors are calculated, we can address whether demand shocks versus
supply shocks are primarily responsible for the relative state employment fluctuations by
decomposing the employment-forecast variances. The shocks also can be examined by
period to explain the cyclical patterns of relative state fluctuations. In addition to state-

13 Quah [34] and Hansson [28] discuss the close relationship between SVAR models that are integrated of order
one or less (such as ours) and structural common-trends cointegration models.

14 The optimal lag length equals three in Connecticut, and two in California, Massachusetts, and South Dakota.

15 Using metropolitan areas instead of states would have the advantage of considering more homogeneous
labor markets. Unfortunately, data availability problems and changes in metropolitan-area definitions made this
infeasible. Yet, state data has the key advantage of better capturing farm and energy production shocks that
predominate in non-metropolitan areas, which will be seen to be an important empirical feature.
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specific statistics, we also report some averages for Census regions and aggregations of
states into functional groupings of Sunbelt, Rustbelt, Energy, and Farm ‘tapsfirst
examine the impulse responses to check their theoretical consistency.

5.1. Impulse responses

Figure 1 contains the unweighted average of the 48 state impulse response functions.
Each of the three equations for each state was subjected to one standard deviation shocks
in the three structural errors. The magnitude of the impulse responses then depends upon
both the size of the relative shock and the sensitivity of the variable to the $hock.

The average wage-rate impulse response to each standard deviation shock is given in
panel (a). By definition, average wage rates increase in response to labor-demand shocks,
increasing until about the eighth year. Consistent with theoretical expectations, wage rates
negatively respond to shocks in migration labor supply. They also respond negatively
to internal labor supply, which may occur from a combination of innovations in natural
labor-force growth and labor-force participation (and unemployment by relaxing the labor
demand equal to labor supply constraint). Migration labor-supply shocks are initially a
larger source of the decline, but by three years the difference disappears. Reflecting the
restrictions on the effects of labor supply, the wage rate returns to its original value in the
long run in both cases. Being unrestricted in the short run, the relatively quick return to
zero of the labor-supply responses suggests that the assumptions of no long-run impacts
of supply innovations on wage rates are reasonable approximations (see Keating [31] for
a related discussion). If the restrictions were unreasonable, we would have expected the
cumulative response to linger far away from zero for an extended period as the restriction
only binds when time approaches.

Panel (b) displays the average migration impulse response to each shock. Over the
long run, labor-demand shocks are on average a modestly greater source of migration
fluctuations than innovations in migration itself. Consistent with theory, migration
responds negatively to an increase in internal labor supply, rising to zero in the long run
as the labor market equilibrates. Also, the relatively rapid return to zero suggests that it

16 Sunbelt states include Arizona, California, Florida, and Nevada. Rustbelt states are classified in two ways.
Firstis a narrow grouping of East North Central region states (Michigan, lllinois, Indiana, Ohio, and Wisconsin).
We also report a broader “Rustbelt” grouping in some tables that adds Pennsylvania. The energy states include
Colorado, Louisiana, Montana, Oklahoma, Texas, West Virginia, and Wyoming. The farm states include lowa,
Montana, Nebraska, North Dakota, and South Dakota (note that Montana is viewed as both a Farm and Energy
state). They are selected on the basis of having by far the largest shares of civilian employment in farm occupations
in 1980, which is close to the midpoint of the sample period (from the US Department of Gatsgraphical
Profile of Employment and Unemployment

17 In six states, the responses generally did not fit theoretical expectations, suggesting that demand and supply
innovations were not identified, possibly because the Schwarz BIC criteria produced a too restrictive lag structure.
Hence, these states were reestimated using optimal lag lengths based on the Akaike Information Criterion (AIC),
which tends to give longer lag lengths. The resulting (AIC) lag lengths generally improved identification for these
states: four for Louisiana, Ohio, and New York; three for Delaware and Wyoming; and two for Kansas.
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Fig. 1. Impulse functions. The unweighted average wage (a), migration (b), and employment (c) response over
the lower 48 states to a one standard deviation shock to labor demand, migration labor supply, and internal labor
supply.
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is a reasonable approximation to assume that migration flows are not affected by internal
original-resident labor-supply innovations in the long #n.

As shown in panel (c), employment responds positively to all three structural shocks.
Labor demand shocks are the leading cause of employment fluctuations in the long
run, followed by migration shocks and internal labor-supply shocks. This result is most
consistent with the findings of Carlino and Mills [11] and Greenwood and Hunt [27], that
people primarily follow jobs and not vice versa. Yet, our results also point to migration
innovations as an important source of job growth fluctuations, while the two labor-supply
shocks together produce a majority of employment fluctuations on avé&tdiggould be
useful to find the confidence intervals for these impulse functions, but Faust and Leeper
[20, p. 348] show that it is not known how to compute “meaningful confidence intervals
for work under the long-run (restriction) scheme.” Thus, even as the long-run restrictions
allow us to directly examine the jobs/people question without assuming contemporaneous
exogeneity, it does come at some expense.

An advantage of long-run restrictions is that the estimated short-run responses are not
imposed, but rather can be tested against theory. As noted earlier, short-run responses that
are found to be consistent with theory support the accuracy of the long-run restrictions.
In a sense, the estimated short-run responses serve the same purpose as standard over-
identification tests [5]. In our case, the average short-run impulse functions are consistent
with theoretical expectations of a positive (negative) relationship between changes in
wages and employment in response to labor-demand (supply) innov&ions.

Even as the average short-run responses in Fig. 1 fit theoretical expectations, they do
not show how consistent these expectations are met. Akin to examining alternative models,
consistency across the 48 individual state models would provide further evidence on the
robustness of the structural inferences derived from the long-run restrictions. Faust and
Leeper [20] also contend that problems such as finite sample sizes and multiple sources
of demand and supply innovations are other reasons to examine the consistency across
alternative SVAR models. Fortunately, a key advantage of our regional approach is that
we do not have to be as concerned with policy feedbacks such as in macro models where
supply and demand innovations can be further confounded (e.g., Federal Reserve reactions
to an energy shock).

The state-specific results (not shown) reveal that the short-run responses consistently
follow expectations. By construction, all variables respond positively to own innovations
in all states. Regarding responses to other innovations, 44 states have a cumulative second-

18 To further test the long-run restrictions, we regressed the current period state (relative) net-migration rate
on the estimated internal labor-supply shocks in a pooled model. Contemporaneous and six years of lagged
internal labor-supply shocks were included as independent variables. Only the contemporaneous values were
statistically significant (or close to significant). We also regressed relative mignatismdually on each of these
estimated lagged internal labor-supply shocks. Again, only the contemporaneous internal labor-supply shocks
were significant, suggesting no long-run effect.

19 In results not shown, the New England and South Atlantic regions generally have the fastest responses, while
the Mountain and West South Central states have the slowest responses.

20 |f the long-run wage innovations were in reality primarily the result of supply influences (e.g., positive
changes in amenities), there would have been a negative long-run relationship between wages and employment
innovations.
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year negative wage response to labor-supply migration, while 45 states have a compara-
ble negative wage response to internal (original-resident) labor-supply innovations. Corre-
spondingly, by the second period, 47 states have a cumulative positive migration response
to a labor-demand shock, and 46 states have a cumulative negative migration response to
a shock in internal labor supply. Finally, regarding cumulative second-year employment
responses, all 48 states have positive responses to migration shocks, while 46 states have a
positive response to innovations in labor deméhd.

5.2. Variance decomposition

Further insights into how much state employment fluctuations result from innovations
in labor demand versus labor supply can be obtained from a decomposition of the
forecast variance of relative state employment growth. Table 1 reports the percent of
forecast variance of relative state employment growth attributable to relative labor-demand
shocks (D), relative migration labor-supply shocks (M), and relative internal (original-
resident) labor-supply shocks (IS). Calculations are given for forecast horizons of 1, 2, and
15 years ahead.

In Table 1, relative labor demand shocks account for the largest share of the relative
employment forecast variance. The unweighted-average ranges from 43.4% for 1-year-
ahead forecasts, to 46.5% for 15-year-ahead forecasts, with most decomposition patterns
becoming stable by the second perfé In 20 states, employment fluctuations are
primarily demand driven at all forecast horizons. Comparable figures for migration labor
supply, and internal labor supply are 13 and 6 states, respectively.

Although the results generally favor labor demand, we find a smaller role for it than
VAR studies that assumed contemporaneous employment shocks were labor demand.

21 |n sensitivity analysis, replacing the annual wage rate in Eq. (6) with the weekly rate for workers covered
by unemployment insurance (and using the same lag structure) produced only slightly less consistent results.
The following cumulative second period responses were obtained: 41 states had negative wage-rate responses to
migration as well as to internal labor supply; 44 states had positive migration responses to labor demand and 46
states had negative migration responses to internal labor supply; and 43 states had positive employment responses
to labor demand and all states had positive employment responses to migration. Using an optimal lag length based
on weekly wage rates (not annual wage rates) corrected these responses in a few cases.

22 \\eighted-average results using state employment as the weight are nearly identical. State variance
decompositions for wage rates and migration are available from the authors upon request. The average forecast
variance of wage rates explained by labor-demand shocks are 70.9, 72.3, and 75.0% for 1-, 2-, and 15-year-ahead
forecasts. For migration, 45.6% of the 1-year ahead forecast variance is accounted for by its own innovations,
falling to 44.2% in the 2-year ahead forecasts, and 42.3% in the 15-year ahead forecasts. For the 15-year ahead
migration forecasts, demand shocks become more important, accounting for 45.1% of the forecast variance.

23 |n sensitivity analysis, the variance decomposition of employment was also calculated based upon the
optimal lag length determined by the Akaike Information Criterion (AIC). This increased the lag length in
22 states from that based on the BIC. Nevertheless, employment remained primarily demand driven across all
forecast horizons for 20 states. On average, demand shocks accounted for 40.7, 46.1, and 49.0% of employment
forecast variance for the 1-, 2-, and 15-year-ahead forecast horizons. Yet, using a longer lag length based on the
AIC did increase the variance decomposition share of demand innovations in Minnesota, Missouri, and Tennessee
from the relatively small shares reported in Table 1 (especially in the long run, not shown). Regardless, in those
cases, the leading roles played by either migration or internal labor supply were unchanged.
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Table 1

Variance decomposition of relative employment growth (%)

State D(1) M(1) IS(1) D(2) M(2) 1S(2) D(15) M(15) I1S(15)
AL 25.9 656 85 302 555 143 327 451 222
AR 419 128 453 421 142 438 422 145 433
AZ 48.3 516 0.1 455 517 28 428 535 37
CA 6.7 4.2 891 400 134 465 206 627 167
CcO 231 699 7.0 457 486 5.7 603 352 44
CT 989 0.5 05 921 36 4.2 725 217 5.8
DE 27 556 417 22 624 354 100 610 290
FL 46.8 530 0.2 480 485 35 468 443 88
GA 42.6 353 221 427 330 242 424 326 249
ID 92.2 36 42 86.1 9.0 49 833 108 5.9
IL 47.7 292 231 477 286 238 477 284 239
IN 65.5 273 7.2 507 407 86 457 436 107
1A 78.8 136 7.6 730 191 7.9 643 256 101
KS 288 680 32 355 484 161 354 383 263
KY 49.4 104 402 390 287 323 335 317 348
LA 68.1 304 15 838 155 0.8 882 100 19
MA 17.8 792 30 330 654 16 540 418 41
MD 274 293 433 26.8 314 418 270 315 416
ME 86.7 11 122 689 9.3 218 66.1 9.2 247
MI 50.5 381 114 528 360 112 535 354 111
MN 0.6 329 665 114 268 618 151 257 592
MO 0.0 841 159 0.0 839 160 0.0 839 161
MS 830 129 41 737 159 104 650 150 200
MT 418 542 40 576 376 48 67.3 269 5.8
NE 171 82 746 238 130 632 334 162 504
NH 399 498 104 340 547 113 307 56.7 126
NV 241 67.4 85 262 647 91 275 636 89
NJ 233 401 366 179 484 337 152 522 327
NM 56.1 331 108 625 243 132 654 222 124
NY 99.2 0.0 0.7 991 0.0 0.8 916 23 6.1
NC 206 294 500 236 282 481 239 282 479
ND 34.9 247 403 505 164 330 554 152 294
OH 285 9.6 619 356 194 450 372 191 437
OK 67.1 328 01 67.3 302 25 65.6 291 5.2
OR 869 130 0.2 87.2 113 16 855 107 38
PA 89 535 376 152 503 345 217 4638 316
RI 51 373 576 81 409 510 9.2 413 495
SC 632 35 334 576 111 313 552 144 304
SD 454 441 105 583 340 7.8 588 264 148
TN 0.0 715 285 20 629 351 37 57.9 383
X 57.9 319 101 710 211 7.9 778 157 6.5
uT 22.8 655 117 290 558 152 352 490 158
VT 38.6 460 155 304 462 234 351 402 247
VA 143 269 589 36.6 219 415 427 201 372
WA 49.4 429 7.7 454 449 9.7 424 460 115
WV 60.0 340 59 547 393 6.0 496 439 6.5
Wi 69.8 197 105 710 181 108 715 175 109
WY 55.7 172 271 810 6.9 121 835 51 114
AVE 43.0 347 223 46.2 332 207 465 327 208

The variance decomposition of relative employment growth at 1, 2, and 15 year intervals for labor-demand
(D), migration labor-supply (M), and internal labor-supply shocks (IS).
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For example, if we instead employed a Cholesky decomposition within an employment-
migration VAR system, the results tilt more strongly in favor of labor demand. When we
assume no contemporaneous effect of population on employment, 94.8% of employment
variance is explained by labor demand, which compares to 72.8% when we instead assume
that employment has no contemporaneous effect on migrétibtowever, given that
contemporaneous exogeneity has been noted as not very plausible for periods of a month or
a quarter [39], it is highly implausible for a one-year period. In addition, there is no role in
this two-equation employment/population VAR for internal labor-supply shocks to explain
employment variation. To be sure, our internal labor-supply innovations play a stronger
role in the long run than found by traditional VAR approaches [6,18], but only a modestly
smaller role than found by Bartik [3,4].

As noted above, these demand/supply patterns would be even more convincing if
certain known a-priori differences across regions were also evident in the model’s results.
Regarding the Sunbelt states of Nevada and Arizona, labor-supply migration shocks
underlie most of the relative employment fluctuations. This is particularly noteworthy
given that a significant portion of their migration f®n-labor-forceretiree migration,
which is more of a labor-demand shock. In fact, Florida’s employment forecast variance
is more evenly split between demand shocks and migration supply shocks. For California,
internal labor supply is most important in the short run, with migration dominating in
the longer run, although as described below, this may be related to unmeasured illegal
immigration (especially in the 1990s). Overall, for the four Sunbelt states, migration labor-
supply innovations account for an average 56% of the variance of employment changes
by 15 years (not shown), while demand innovations account for about 34%. This pattern is
consistent with a priori expectations that labor-force migration is relatively more important
in these states.

As might be expected, Energy states are primarily demand driven, with demand shocks
accounting for over 70% of employment fluctuations on average at a 15 year interval,
and migration only accounting for 24% (not shown). In Louisiana, Oklahoma, Texas,
West Virginia, and Wyoming, employment fluctuations are dominated by demand shocks
over all forecast horizons. Relative migration shocks are most important in Montana and
Colorado in the one-year-ahead forecasts, with demand shocks dominating in the fifteen-
year horizon. The greater influence of relative migration shocks in Montana and Colorado
is likely related to their natural amenity-attractiveness. For example, households displaced

24 \We also found that the greatest number of instances of Granger causality was for employment Granger-
causing migration (28 states), where migration only Granger-caused employment in two states. However, using
the Cholesky decomposition for our three-equation VAR, the average percent of the fifteen-year employment
variation accounted for by wage-rate innovations across all six possible orderings was only 11.3%. Of course,
each ordering implies a different theoretical model [39], and wage rates most likely do not possess a pure labor-
demand interpretation in most, if not all, of these orderings.

25 Finding a somewhat surprisingly large internal labor-supply component in the variance decomposition
suggests that it is unlikely that our results are seriously understating internal labor-supply shocks relative to
migration supply shocks. When weekly wages were used in place of annual earnings (see footnote 21), the
variance decomposition suggested that internal labor-supply and demand shocks accounted for similar shares
of employment fluctuations.
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by negative demand shocks in other states, all else being equal, likely relocate to amenity-
rich areas, providing positive relative migration (supply) innovations.

Like the Energy states, employment forecast variance in the Rustbelt and Farm states
are more likely the result of labor-demand innovations, which was expected given the
key role that national and foreign markets play for their products. In the Rustbelt East
North Central region, demands shocks are more important on average than in the rest of
nation, accounting for 51% of employment fluctuations after 15 years (migration’s share
was only 29%, not shown). Labor demand dominates in lllinois, Indiana, Michigan, and
Wisconsin. Yet, internal labor-supply shocks are most important in Ohio, while migration
labor-supply shocks play a key role in Pennsylvania (which is outside the ENC region). In
the Farm states of lowa and South Dakota, demand innovations dominate at all forecast
horizons. This is noteworthy given the use of total non-farm employment. Although a
decline in the farm sector has negative spillovers on the non-farm sector, the decline in
the farm sector becomes an internal supply source of non-farm employment as workers
transfer to the non-farm sector or take second jobs. Not surprisingly then, for the 1-year-
ahead forecast horizon in North Dakota, and all forecast horizons in Nebraska, internal
labor-supply shocks dominate in explaining the employment forecast variance. As might be
expected though, this effect significantly diminishes in importance over time in explaining
employment fluctuations. By 15 years, demand shocks account for 56% of Farm-state
employment fluctuations on average, migration shocks only account for 22%, and the rest
being explained by internal labor supply (not shown).

5.3. Labor market shocks by period

Table 2 provides information on which states experienced the greatest shocks, both
positive and negative. The shocks are calculated for three equal-length periods, which
roughly correspond to US business cyd&dhe ranking of the magnitude of the shocks
are calculated for regions, as well as the 10 states with the largest average positive shocks,
and the 10 states with the most negative average shocks. In general, the calculated shocks
correspond to well-known patterns of regional fluctuations during the sub-periods, which
further supports our long-run-restrictions approach. That is, not only do regions behave as
expected in terms of the relative influence of demand/supply innovations over the entire
period, but they behave as expecteéthin certain sub-periods.

Table 2(a) contains the average state ranking by regional classification according to
the magnitude of the shock, going from most positive to most negative for each period.
Coinciding with the booming energy industry during 1975-1982, the Energy states on
average had the largest positive demand shocks. In fact, Table 2(b), which shows the top-
and bottom-ten states, Oklahoma, West Virginia, Colorado, and Texas are in the top ten. In
contrast, the Rustbelt states had the most negative demand shocks with Wisconsin, lllinois,
and Michigan appearing in the bottom-ten. The New England states had the largest positive

26 |n appendices available from the authors, MI, a manufacturing state, and WY, an energy state, had the
largest variation in demand shocks over the entire period. Also, significant differences in speeds of adjustment
of reduced-form variables to exogenous shocks were found, suggesting that pooling the entire sample would be
inappropriate.



94 M.D. Partridge, D.S. Rickman / Journal of Urban Economics 53 (2003) 76-97

Table 2
Ranking of component shocks by period
(@) Average state rank of shock size by region and period
1975-1982 1983-1990 1991-1998
Region Dem Mig IntLS Dem Mig IntLS Dem Mig IntLS
New Eng 27 97 167 102 288 382 26 373 128
Mid Atl 28.7 133 20 13 23 38 163 247 23
E.N. Cen 40 24 18 258 18 22 6 254 386
W.N.Cen 18 3D 356 301 234 204 227 139 27
South Atl 296 234 239 203 211 175 304 245 321
E.S. Cen 18 343 285 293 313 138 33 115 305
W.S. Cen 14 25 34 335 358 245 383 23 153
Mountain 176 321 228 323 269 218 23 241 189
Pacific 343 177 15 217 9.3 373 207 423 19
Rustbelt 412 218 217 222 165 2438 102 255 338
Sunbelt 248 208 145 165 183 398 208 450 83
Farm 218 348 418 318 274 114 302 128 298
Energy 94 221 266 369 387 231 346 16 253
(b) Top/bottom ten states ranking by size of shock and period
Rank Dem Mig IntLS Dem Mig IntLS Dem Mig IntLS
1 OK RI NV RI NV SC MI MT NH
2 WV FL NH VT WA AR CO WY NV
3 ND VT GA MD RI NE MN ND ME
4 Cco NH WY PA MN SD AZ ID MN
5 NM MD WA NJ wi NC IN GA uT
6 MO ME NJ NH Mi DE WA MS TX
7 MN X VT NV OR IL NY KS FL
8 uT WY Wi ME VA ID IL TN OR
9 X IL ME CA PA TN NV NC NM
10 MS OH MI NC NE CA MO AL PA
39 RI SC 1A MO KS PA VT CA IL
40 MD ID TX WA ID WA ME NM NE
41 GA MS MT uT X FL AR X TN
42 OR NC MS IN FL wi OK VT NJ
43 wi MN ID X OK NJ AL OR KY
44 1A NE SC NM NH X LA RI WYy
45 IL MI AR wv CO VT SD WA IN
46 NC TN NE ND ME MN WV AZ MD
47 PA AR RI OK WYy NH SC NV Ml
48 MI MT SD CO ND NV wy FL GA

The average state ranking of the labor-market shocks within each region during the indicated time period.
A value of 1 is given to the state with the largest (positive) shock and 48 is given to the state with the smallest
(negative) shock.

migration labor-supply shocks, and second largest among Census regions for internal labor-
supply shocks. Rhode Island, Vermont, New Hampshire, and Maine had among the largest
migration labor-supply shocks.

By 1983-1990 regional fortunes changed. With the energy bust, the Energy states had
the most adverse labor-demand shocks with Texas, West Virginia, Oklahoma, and Colorado
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all listed as having among the most negative demand shocks. The New England and Mid
Atlantic states registered the most favorable demand shocks, likely reflecting the benefits
of Reagan-era defense spending and a boom in financial services. Rhode Island, Vermont,
New Hampshire, and Maine all show up in the top-ten. Also related to defense spending,
California had the ninth largest average demand shock in this period. The Pacific states had
the most favorable migration labor-supply shocks, with Washington at second, and Oregon
at number seven. The Farm states had the most favorable internal labor-supply shocks,
consistent with farm workers reallocating themselves to the non-farm sector during the
1980s farm crisis.

As noted elsewhere [37], regional patterns are less well-defined in the 1991-1998
period. The East North Central region experiences the strongest relative demand shocks,
led by Michigan, lllinois, and Indiana. The Energy states continue to languish with the most
negative relative demand shocks, as the energy sector shed nearly one-quarter of its jobs in
the 1990s nationwide [29]. Texas and Colorado leave the bottom ten as they become more
diversified, while Oklahoma and West Virginia are now joined by Louisiana and Wyoming
in the bottom ten.

The East South Central states had the largest relative migration labor-supply shocks.
Perhaps surprisingly, the Sunbelt states had the most negative relative shocks, with
Arizona, Nevada, and Florida in the bottom three and California in the bottom ten.
Although Arizona and Florida had net-migration rates above the national average over the
period, demand effects such as retiree migration (likely captured as a demand innovation)
apparently dominated the supply effects of labor-force migration. Yet, the pattern is
consistent with the relative trend of job growth rates converging across the nation in the
1990s, with Sunbelt states growing a little slower, and other regions growing a little faster.
The Sunbelt states also had the largest internal labor-supply shocks, with Nevada second
and Florida seventh. One possible interpretation is that our measure of internal original-
resident labor supply may reflect some illegal immigration that was not fully included in the
official migration number because the Census Bureau underestimated illegal immigration
by about 3 million during the 1990s [38]. Further support is provided by the fact that the
border states of Texas and New Mexico also appear in the top-ten for internal labor-supply
shocks (while not shown was California at 11th).

6. Conclusions

This study revisits the long-debated chicken—egg question of jobs versus people using
data on the lower US 48 states. A primary contribution is that state labor markets are
modeled using a variant of the long-run restrictions SVAR approach of Blanchard and
Quah [8], which avoids assuming short-run exogeneity. The long-run restrictions are based
on a structural labor-demand and supply model, in which demand shocks are identified
as comovement in employment and wages, while supply shocks are identified by inverse
movements. Another key contribution is that along with labor demand and migration labor
supply, internal labor supply (i.e., changes in labor-force participation, natural labor-force
growth, etc.) is explicitly modeled as having an independent impact on job-growth.
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The empirical results suggest that the long-run identifying restrictions are not very
binding, while short-run wage and employment movements are consistent with economic
theory. We also subjected the models to extensive sensitivity analysis and calculated
numerous decompositions of the empirical results. This extensive investigation supported
the plausibility of the overall approach. Labor demand shocks are found to be more
important on average than migration innovations in determining state employment
fluctuations, indicating that people are slightly more likely to be following jobs rather than
the converse. Yet, labor-supply shocks in total (from migration and internal labor supply)
account for a majority of employment fluctuations on average. By region, Sunbelt states are
more influenced by labor-force migration shocks, but labor-demand shocks are paramount
in Rustbelt, Farm Belt, and Energy states. Nonetheless, across all regions, the relative
importance of the shocks varies over time. We believe that this is the first study to provide
a specific accounting for employment fluctuations due to innovations in labor demand,
migration, and (internal) original-resident labor supply in assessing the jobs versus people
guestion. Determining the innovation sources remains to be addressed in future research.
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